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RESUMO

Em sistemas onde existe uma parte que trabalha no continuo e outra que trabalha no
discreto (como sistemas mecatronicos embarcados) surge o problema da dificuldade de unifi-
car os modelos das partes continua e discreta em um unico modelo. A solugdo proposta é o
uso da co-simulacdo. Uma das formas de fazer isto € por meio de um software desenvolvido
num projeto europeu para projeto e simulacao de sistemas embarcados, 0 MCA (MADES Co-
simulation Approach). Tal software permite o projeto do sistema de controle por meio de re-
gras logicas, que podem ser usadas pra guiar o funcionamento do sistema. Desta forma prevé-
se o uso destas regras pra garantir a seguranga do sistema. O caso escolhido para estudo foi de
dois bragos roboticos executando tarefas no mesmo espago de trabalho, garantindo que eles
ndo colidam entre si nem com possiveis intrusos. Espera-se com este projeto avaliar a valida-
de do uso de tal programa para projeto de softwares embarcados, avaliando o tempo de exe-

cucdo da simulagao, e a facilidade de aprendizagem do método.

Palavras-chave: Co-simulacao, Sistemas hibridos, MADES, Sistemas mecatronicos, Siste-

mas embarcados, Logica temporal, Seguranca, Continuo/Discreto.



ABSTRACT

In systems where there is a part that works in continuous and one that works in dis-
crete (like mechatronic embedded systems) exists the problem to unify the models of continu-
ous and discrete parts in a single model. The proposed solution is the use of co-simulation,
using a software developed in a European project for the design and the simulation of embed-
ded systems, the MCA (MADES Co-simulation Approach). This software allows the design of
control system by means of logical rules, which can be used to guide the operation of the sys-
tem. Thus it provides the use of these rules to ensure the safety of the system. The study case
chose was two robotic arms performing tasks in the same workplace, ensuring that they do not
conflict with each other or with possible intruders. It is hoped that this project to evaluate the
validity of using such program to project embedded software systems, evaluating the runtime

of the simulation, the ease of learning the method.

Keywords: Co-simulation, Hybrid systems, MADES, Mechatronic systems, Embedded sys-

tems, Temporal logic, Security, Continuous/Discrete.
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1. INTRODUCAO

O projeto de um sistema embarcado exige uma analise cuidadosa de todos os elemen-
tos envolvidos (BARESI et al., 2012), pois @ medida que os sistemas estao evoluindo, estao
tornando-se cada vez mais complexos, levando inevitavelmente a presenca de uma maior
quantidade de erros ndo previstos no projeto (BAGNATO et al., 2010).

Torna-se relevante a implantagao de tais sistemas o uso de metodologias e ferramen-
tas, que por meio de modelos virtuais, auxiliem os desenvolvedores desde o projeto até a veri-
ficacdo (teste) e validagdo do sistema (BAGNATO et al., 2010).

Esta pratica mostra-se essencial quando, por exemplo, alguma parte envolvida no pro-
cesso (mecanismo, alvo ou até mesmo o ambiente ao redor) pode sofrer danos se for operado
fora da sua zona de operacdo segura, ou quando protdtipos ainda ndo estdo disponiveis para
testes, ou ainda quando nem ¢ possivel construir prototipos de um dado sistema ou processo
(BROENINK et al., 2008).

Na area mecatronica ¢ frequente deparar-se com situagdes deste tipo, como por exem-
plo em sistemas embarcados em aeronaves (BAGNATO et al., 2010), em satélites (BARESI
et al., 2012), ou ainda em sistemas autdonomos, com robds cooperando e colaborando para a
realizagdo de uma tarefa (BASILE et al., 2013).

Outro fator ¢ que em sistemas de manufatura e de automacdo industrial, as restrigdes
temporais e a presenca de interagdes complexas complicam ainda mais o projeto do sistema,
evidenciando a necessidade do uso de ferramentas de auxilio (BARESI et al., 2012).

Esta pratica, independentemente da metodologia escolhida, implica na modelagem
completa do dado sistema em um ambiente virtual, incluindo também a modelagem do ambi-
ente onde o mesmo estard inserido, a fim de poder realizar simulagdes de seu funcionamento
nas condigdes onde o sistema sera utilizado (BROENINK et al., 2008) e (BAGNATO et al.,
2010).

A dificuldade intrinseca para realizar esta modelagem quando aplicada a um sistema
embarcado ¢ que dentro deste modelo coexistirdo dois subsistemas de natureza completamen-
te diferente: a parte fisica do sistema, que engloba o sistema dindmico controlado e o ambien-
te onde esta inserido, que ¢ expresso em tempo continuo, € o proprio sistema embarcado que ¢
expresso em tempo discreto (BARESI et al., 2012). Isto €, um sistema hibrido, que pode ser

definido como um sistema dinadmico, cujo comportamento exibe tanto as alteracdes discretas
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como continuas, e tipicamente ¢ constituido por uma cole¢do de programas digitais, que inte-
ragem uns com os outros € com um ambiente analégico (HENZINGER et al., 1997).

Os sistemas hibridos incluem desde controladores de producao e aos ja referidos sis-
temas embarcados, como controladores de voo e automotivos, equipamentos médicos, siste-
mas micro- eletromecanicos, e robos (HENZINGER et al., 1997).

Estes sistemas criam um problema exatamente para a integracao destes dois subsiste-
mas numa unica solu¢do (BARESI et al., 2012), por meio de uma unica técnica e/ou forma-
lismo, demandando complexas derivagdes analiticas, como os autdmatos hibridos
(HENZINGER et al., 1997).

Outro fator ¢ que, devido exatamente a esta natureza intrinseca diferente, continuo
versus discreto, a maioria das abordagens para o projeto destes ¢ baseado em diferentes mode-
los e ferramentas de desenvolvimento tanto para o ambiente, comumente chamado o modelo
fisico, como para o sistema, como ¢ chamado o modelo de software (BARESI et al., 2012).

Neste ponto, para conseguir unificar estes modelos surge a ideia de criar programas
responsaveis por criar essa ponte entre o ambiente (expresso em tempo continuo) € o sistema
(expresso em tempo discreto). Esses programas sao chamados co-simuladores e conseguem
também avaliar o comportamento coordenado dos dois subsistemas, evitando possiveis erros
(AL-HAMMOURI et al., 2008).

Portanto a co-simulacdo permite o uso de ferramentas de simulagao diferentes para ca-
da parte (continuo e discreto), ou seja, cria-se e simula-se cada modelo independentemente,
em modulos separados, que depois sdo interconectados pelo co-simulador para realizar as
simulagdes simultaneamente, de forma paralela, muitas vezes sendo capazes de trocar infor-
macdes entre si (BARESI et al., 2012), de forma colaborativa, conforme Fig. 1.

A Fig. 1 evidencia os aspectos importantes de um co-simulador, a simulagdo indepen-
dente de cada subsistema, com varidveis compartilhadas por meio do coordenador (A4 e Ag) e
comandos do mesmo para guiar as simulagdes independentes de modo a obter um resultado
unico da simulacdo combinada dos dois subsistemas. Em uma visdo mais ampla, o co-
simulador utiliza o modelo do sistema ¢ do ambiente, a fim de construir a evolucdo do sistema
de maneira que esta seja concebivel por ambos os modelos, isto €, que ndo viola quaisquer

condigdes em cada um deles.
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Modulo de Modulo de
Simulacgao Simulac¢ao
Ng—---------------
Modelo do Coordenador Modelo do
Comandos de Comandos de >
Ambiente Simulacao de Simulagﬁo Simulac¢ao Sistema
_______________ /\5

Figura 1.1 — Representagdo esquematica da arquitetura de um co-simulador — baseada na es-
quematizagao feita por Baresi et al. (2012).

Neste trabalho serd utilizada a metodologia de co-simulacdo e o co-simulador associa-
do estabelecidos em Baresi et al. (2012), o MCA (MADES Cossimulator Approach), que esta-
belece a modelagem do ambiente (parte continua) na linguagem Modelica (FRITZSON,
2004) e a modelagem do sistema (parte discreta) por meio de regras 1dgicas temporais defini-
das dentro da ferramenta Zot (PRADELLA, 2009).

Esta metodologia possui a vantagem de ser ndo deterministica, ou seja, desde que con-
tinuem sendo respeitadas as regras definidas, o co-simulador tem possibilidade de escolher,
segundo uma légica propria, qual a melhor op¢do para o andamento do sistema, dentro do

intervalo de opgdes possiveis para a evolugdo do sistema que respeitam essas regras.
1.1. Objetivos do trabalho

Os sistemas embarcados s@ao muitos usados na area mecatronica (BAGNATO et al.,
2010, BARESI et al., 2012 e BASILE et al., 2013), e a técnica da co-simulagdo fornece uma
ferramenta alternativa ao projeto destes.

Assim o objetivo deste trabalho serd compreender o uso desta técnica, € por meio da
escolha de um co-simulador, estabelecer uma metodologia para aplica-lo a qualquer sistema
mecatronico embarcado e estudar a sua aplicacao por meio de um estudo de caso.

Esse estudo de caso tem como objetivo avaliar a viabilidade do uso desta metodologia
na pratica, identificando as vantagens e desvantagens desta abordagem e, se necessario, sali-
entar as partes do programa nas quais se v€ necessario fazer melhorias.

Busca-se também estabelecer quais sdo os pré-requisitos e a dificuldade de aprendiza-
do basico necessario ao uso do programa, como por exemplo, para programar com as regras

logicas.
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1.2. Estrutura do trabalho

Este trabalho esta dividido em sete capitulos. No capitulo 2 (desenvolvimento) € apre-
sentado o estado da arte, o funcionamento dos programas e linguagens utilizados e os concei-
tos tedricos necessarios a compreensao do trabalho.

No capitulo 3 tem-se o estabelecimento da metodologia necessaria ao uso do co-
simulador e de como ¢ feita a modelagem de um sistema genérico com este programa. No
capitulo 4 tem-se o estudo de caso, com os resultados apresentados no capitulo 5, e por fim a
conclusdo no capitulo 6.

Para o estudo de caso foi utilizado um sistema mecatronico simples, uma série de bra-
¢os roboticos trabalhando no mesmo espago operativo, de modo a demonstrar a modelagem,
aproximacao, a verifica¢do da seguranca, a andlise paramétrica, e a utiliza¢do da ferramenta.

O foco deste caso de estudo foram os requisitos de seguranga, com o objetivo de evitar
que o brago robdtico colida com uma pessoa, objeto ou até mesmo com outro brago que traba-

lha no mesmo espago.
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2. REVISAO BIBLIOGRAFICA

Faz-se necessaria uma breve analise dos trabalhos mais relevantes da area, incluindo a
fundamentagao teodrica basica para o entendimento do uso da co-simulagdo. A teoria abordada
neste trabalho ndo objetiva demonstracdes ou interpretacdes das complexas equagdes envol-
vidas; para tanto, recomenda-se a leitura das referéncias indicadas.

Esta se¢dao estd dividida conforme a cronologia dos estudos dos métodos de co-
simulagdo. Primeiramente sdo apresentadas as metodologias ja propostas, comparando com a
metodologia MCA escolhida e, posteriormente, explicando o funcionamento desta. Por fim
sdo explicadas as bases tedricas dos métodos usados para a modelagem do ambiente e do sis-

tema, a modelagem ndo causal e as 16gicas temporais respectivamente.
2.1. Metodologias de co-simula¢io

A co-simulagdo vem sendo amplamente estudada nos ultimos anos e foram ja propos-
tas varias soluc¢des, cada uma com suas qualidades e limitagdes. Por exemplo, o Stateflow,
desenvolvido pela MathWorks (2003), ¢ uma ferramenta logica de controle utilizada para mo-
delar os sistemas hibridos reativos (HAREL; PNUELI, 1985) por meio de diagramas de esta-
do e fluxo dentro de um modelo Simulink.

Segundo a MathWorks (2003), ele usa uma variante da notacdo da maquina de estado
finito criada por Harel (1987), e usando um programa complementar para geracao de codigos,
pode-se gerar automaticamente codigos, por exemplo, em C.

Entretanto, o Simulink usa uma abordagem causal para a modelagem, onde submode-
los sdo conectados por portas de entrada e saida, o que pode ser considerado uma desvanta-
gem na modelagem de problemas mais complexos, como justifica Zupancic et al. (2008) e
sera mais bem detalhada na se¢do 2.3.

Com o intuito de fornecer uma abordagem menos causal, foi desenvolvido o AMESim
(JERE, 2011) que se baseia na ideia de que as variaveis, compartilhadas nas portas entre os
submodelos, sdo entidades fisicas e portanto operam em ambas as dire¢des. Para isto utiliza
da abordagem teodrica dos grafos de ligagdo (KARNOPP; MARGOLIS; ROSENBERG, 1990;
PAYNTER, 1961) como solu¢do para criar os modelos, facilitando a ligagdo entre os diferen-

tes dominios fisicos.
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Partindo de uma abordagem totalmente diferente, existem as bibliotecas de co-
simulagdo para o Modelica, linguagem desenvolvida com o objetivo de usar a abordagem nao
causal para modelagem de sistemas (FRITZSON, 2004).

A biblioteca padrao StateGraph (OTTER; ARZEN; DRESSLER, 2005) e sua atualiza-
¢do StateGraph2 (OTTER et al., 2008) fornecem componentes para modelar tanto eventos
discretos como sistemas reativos utilizando da linguagem Modelica. Elas baseiam-se no mé-
todo JGraphChart (ARZEN; OLSSON; AKESSON, 2002), que une os conceitos do Grafcet
(DAVID; ALLA, 1992) com elementos adicionais dos diagramas de estado (HAREL, 1987).

Portanto, estas bibliotecas tém o potencial semelhante a modelagem com diagramas de
estado, evitando algumas das suas deficiéncias, como a modelagem causal. Nota-se, porém,
que o modelo ¢ sempre deterministico devido a regra de atribui¢do tnica do Modelica.

Outra opg¢ao ¢ o ModelicaDEVS (BELTRAME, 2006), uma biblioteca livre desenvol-
vida no ambiente Modelica, para modelar sistemas orientados a eventos discretos utilizando a
metodologia DEVS (ZEIGLER; PRAEHOFER; KIM, 2000).

No entanto, esta metodologia adota uma abordagem completamente diferente para a
integragdo numérica do modelo, desenvolvida por Zeigler e Lee (1998): dado o fato de que
todas as simulagdes em computador se submetem a uma discretizagdo, a ideia bésica desta
abordagem de integracdo ¢ a substituicdo da discretizacdo de tempo por uma discretizacdo de
Estado, de tal forma que o sistema ndo evolui de passo em passo, mas sim de estado para es-
tado. Isso faz com que as variaveis de estado evoluem individualmente, sem a necessidade de
atualiza-las simultaneamente.

Como ja foi dito, a principal diferenga entre a abordagem MCA e as outras ferramen-
tas de simulagdo que trabalham com sistemas hibridos ¢ a descricdo dos modelos de maneira
nao deterministica, o que implica a necessidade de um mecanismo que permita a exploracao
de diferentes alternativas para a simulagcdo da dupla discreto/continuo, em caso de violagdo de
uma restri¢do. A MCA também permite, devido a sua arquitetura, uma verificagdo formal do
sistema de software, o que também ndo ¢ considerada nas abordagens apresentadas, baseadas

em conceitos mais tradicionais (BARESI et al., 2012).
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2.2, O funcionamento da abordagem MCA e seu co-simulador

A metodologia MCA (BARESI et al., 2012) foi escolhida por permitir ao projetista
combinar diferentes formalismos complementares (equacgdes diferenciais e formulas logicas,
no caso) de forma continua, em vez de exigir aos submodelos satisfazer um Unico modelo
com notagdes unicas, aproveitando-se dos pontos fortes de cada formalismo.

O funcionamento do MCA ¢ baseado no uso do co-simulador MADES (BAGNATO et
al., 2010), com a concepcao do sistema embarcado por meio de um procedimento desenvolvi-
do por Baresi et al. (2010, 2012).

Este procedimento define que o sistema embarcado ¢ concebido por meio de predica-
dos e axiomas escritos em TRIO (CIAPESSONI et al., 1999), que ¢ uma légica linear tempo-
ral de primeira ordem, e depois verificados quanto a coeréncia por Zot (PRADELLA, 2009),
um programa, desenvolvido no Politecnico di Milano, que verifica a coeréncia de regras 16gi-
cas e cria um modelo de ligagao entre elas. Do outro lado, o ambiente é modelado de maneira
ndo causal por meio da linguagem Modelica, por meio da plataforma OpenModelica.

A premissa do MCA ¢é que os modelos do sistema e do ambiente se comunicam por
meio de varidveis compartilhadas, possuindo também varidveis privadas que ndo sdo visiveis

ao outro, como visto na Fig. 2.1.

(a1 W1 (),

Ambiente AN Sistema

(’va) 2

Figura 2.1 — Esquema das variaveis numa co-simulacdo, baseado em Baresi et al. (2012).

Cada variavel pertence a um modelo, por exemplo, (v,)3 € acessivel a ambos os mo-
delos, mas pertence ao modelo do ambiente. Estas varidveis também podem ter valores reais
ou sinais discretos finitos, como varidveis logicas.

A dinamica das varidveis de ambiente ¢ regulada por equacdes algébricas ou diferen-
ciais definidas pela linguagem Modelica enquanto as varidveis do sistema estdo sujeitos as
restri¢des 16gicas definidas pela sintaxe TRIO, que pode impor restri¢des inclusive as varia-
veis compartilhadas. As primeiras tém uma no¢do de tempo continuo e as outras de tempo

discreto.
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As duas nogdes de tempo (continuo para o modelo de ambiente, discreto para o mode-

lo do sistema) sdo integradas por meio da nogao de amostragem (FURIA; ROSSI, 2010). Se o

"periodo de amostragem" ¢ &, cada u.t. (unidade de tempo) discreto k corresponde a um ins-

tante de tempo continuo de k6.

A arquitetura da MCA, seguindo a defini¢ao de co-simulagdo da Fig. 1.1, ¢ resumida

da seguinte maneira:

O modelo do ambiente ¢ escrito na linguagem Modelica;

O modelo do sistema ¢ escrito por meio de regras 16gicas TRIO;

O modulo de simulagdo para o ambiente ¢ baseado no intérprete OpenModelica;

O moédulo de simulagdo para o sistema ¢ baseado na ferramenta Zot, que também atua
como um verificador da coeréncia das regras logicas temporais; €

O coordenador, uma aplicagdo Java stand-alone, ¢ uma versao modificada do MADES
original, que toma como entrada os modelos de ambiente e de sistema, entre outros pa-
rametros (ex, intervalo § de amostragem, tempo total de simulagao, etc.), e depois e-
xecuta um algoritmo descrito por Baresi et al. (2012) de modo a simular o sistema

conjunto.

A Fig. 2.2 mostra a interface do co-simulador resultante, onde nota-se que para iniciar

a simulacdo € necessaria a especificacdo de um arquivo no formato XML (eXtensible Markup

Language), arquivo este que define a relagdo de varidveis, com o tipo, a origem, € se sao pri-

vadas ou compartilhadas.

2.3.

Abordagem nio causal: a linguagem Modelica e o programa OpenModeli-

ca

Muitas ferramentas de simulacdo, como o SIMULINK, utilizam uma abordagem cau-

sal, supondo que um sistema pode ser decomposto em estruturas de diagrama de blocos com

as interagdes causais. Para isso as equacgdes devem ser escritas na forma de EDO’s (equagdes

diferenciais ordinarias):

y® = F@y®D,y®=2, .y, y,x)
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MAD ES Co-simulation tool

Select the project. The project must be a MADES ".xml" configuration file.
| [ searen |

Co-simulation parameters

Time step (s) 1 Max attempts for step Max backtraking depth
Stop time (s) 20 ' ) - ' )
1 3 5 1 3 5

| | | Start co-simulation

Output

Figura 2.2 — Interface do co-simulador MADES modificado pela abordagem MCA.

Porém muitas vezes, um esforgo significativo em termos de analise e transformagdes ¢
necessario para obter a modelagem desta forma. Ela exige uma série de habilidades de mado de
obra e ¢ propensa a erros (ZUPANCIC et al., 2008).

A fim de permitir a reutilizagdo de modelos, as equacdes devem ser fixadas de uma
forma neutra, que ¢ a chamada modelagem nao causal (CELLIER, 1991). Causalidade ¢ feita
artificialmente, por exemplo, num resistor ¢ dificil dizer se a corrente causa a tensdo ou tensao
causa a corrente (ZUPANCIC et al.,2008). Tal representagdo ¢ feita na forma de EDA’s (e-

quagoes diferenciais algébricas):
Fly™,y=n,y2, . y',y,x) =0

O equacionamento “natural” do sistema gera sempre equacdes que sao entdo manipu-
ladas para ter uma EDO (MATTSSON; ELMQVIST; OTTER, 1998). Ferretti, Magnani e
Rocco (2004) citam: “E muito mais facil, mais comodo e mais natural, usar ferramentas de

modelagem ndo causais como Dymola com Modelica”. Entdo a algebra computacional se
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ocupa de conseguir um cédigo de simulagdo eficiente semelhante as equagdes convertidas
para a forma EDO manualmente, porém esta ¢ desvantagem desta abordagem, apesar de faci-
litar a modelagem, ela piora o desempenho na simulacao, algo que em sistemas muito com-
plexos matematicamente pode levar a grandes atrasos de compilagdo.

A linguagem Modelica (MODELICA ASSOCIATION, 2003) foi desenvolvida exa-
tamente para executar uma modelagem nao causal e com isto ¢ também uma linguagem orien-
tada a objetos, portanto podem-se definir classes de modelos.

Os componentes que s3o importantes ao modelo podem ser definidos por meio da de-
fini¢do do sistema de equagdes de cada componente separadamente, sem a necessidade de
"isolar" a variavel a ser definida no programa (MATTSSON; ELMQVIST; OTTER, 1998).
Isso permite definir e usar componentes separadamente e depois coloca-los juntos no modelo,
e isso representa uma grande comodidade.

Porém a diferenga mais importante no que diz respeito as ferramentas causais esta na
forma diferente de conexdo destes componentes, por meio do uso de conectores (ZUPANCIC
et al., 2008).

A conexdo entre submodelos ¢ baseada na conservagdo energia e de potencia das vari-
aveis, que definem as relagdes adequadas e influéncia entre os movimentos, ou seja, angulos,
correntes, pressoes, etc. Existem dois tipos de variaveis, as variaveis de esfor¢co que devem ser
iguais nos pontos de ligagdo (como temperatura, pressao, tensdo, etc.) e as variaveis de fluxo
cuja soma nos pontos de ligacao ¢ igual a zero (como corrente, forga, etc.).

Para exemplificar, supde-se modelar o circuito simples da Fig. 2.3, com dois compo-
nentes, um resistor e um gerador de corrente, e ao realizar os submodelos separadamente, ob-

tém-se como resultado a modelagem apresentada na Fig. 2.4.

B

Figura 2.3 — Exemplo de um circuito elétrico simples com um resistor ¢ um gerador de cor-
rente.
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(V. 1)) (V3, I3)
A C

RS Vi-Va=RI, ; L=-1
B D

(V,, 1) (Vy, 1)

Figura 2.4 — Modelagem do resistor e do gerador de corrente separadamente.

Ao conectar o ponto A ao C, sabe-se que as tensdes serdo iguais, V; = V3, ou seja, as
variaveis de esfor¢o sdo iguais, e a soma das correntes no n6 deve ser nula, I; + I3 = 0, ou
seja, as variaveis de fluxo somam zero.

A diferenga do Modelica, e da maioria das linguagens causais (ZUPANCIC et al.,
2008), ¢ que essa operacao ¢ feita automaticamente por meio dos “conectores”, que sao com-
ponentes previamente definidos da linguagem que identificam as variaveis que geram essas
equacdes necessarias para ligar esses modelos. Com a sua utilizagdo ¢ possivel simplificar os
modelos, obtendo-os de maneira mais simples do ponto de vista de compreensdo, asseme-
lhando-se aos esquemas de modelagem feitos a mao (FRITZSON, 2004).

Como cada componente (por exemplo, um resistor), especificado por meio de um sis-
tema de equagdes diferenciais algébricas, pode ser definido separadamente, ¢ possivel usar
dos modelos ja prontos e que ja estdo contidos na biblioteca incorporada ao programa. Usando
deste fato, foram desenvolvidas diversas plataformas, entre elas o OpenModelica, que permi-
tem que estes modelos sejam feitos de maneira grafica, analogamente ao Simulink
(FRITZSON et al., 2013).

Na Fig. 2.5 tem-se a comparagao entre a modelagem no OpenModelica e no Simulink,
com circuito elétrico como exemplo. Nota-se que o modelo no OpenModelica mantém a es-
trutura fisica do circuito, sendo assim mais facil a compreensdao do modelo. Em contrapartida
o modelo no Simulink é baseado no fluxo de sinal, assim ¢ mais dificil de compreender

(FRITZSON et al., 2013).
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Figura 2.5 — Comparagao entre a modelagem do mesmo sistema em OpenModelica e Simu-
link, extraida de (FRITZSON et al., 2013).

2.4. Modelagem utilizando Modelica/OpenModelica

Como a linguagem Modelica é ndo causal, a modelagem torna-se mais simples, pois ¢
possivel definir diretamente a equagdo do sistema. Para exemplificar sera realizada a modela-

gem do circuito RC da Fig. 2.6.

Figura 2.6 — Circuito RC utilizado como exemplo de modelagem

A partir da Fig. 2.6 t€ém-se as equagdes abaixo que, em Modelica, podem ser escritas

como na Fig. 2.7:

E == VR +VC
Ve =R.1
v,
—=2C.1
dt

Figura 2.7 — Equagdes do circuito RC utilizado como exemplo de modelagem
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Na Fig. 2.8 nota-se que a linguagem tem um espacgo especifico para se escrever as equa-
¢oes, € que estas podem ser escritas de modo muito similar de como sdo obtidas. No exemplo,
as constantes R (resisténcia) e C (capacitancia) foram definidas de maneira diferentes para
explicar o diferente uso das defini¢cdes de “constant” e “parameter”. O uso de “parameter”
permite altera¢des do valor da constante dentro do algoritmo, enquanto “constant” ndo permi-

te. Outros detalhes da linguagem podem ser consultados na literatura de referéncia

(FRITZSON, 2004).

model RC simples

constant Real R = 1;

parameter Real C = 1;

Eeal E = 1;

Eeal Vr;

Eeal Vo

Eeal I({=tart = 0);
equation

E =Vr + Vo

Vr =R * 1;

der(Ve) = C * 1;
end RC =imples;

Figura 2.8 — Modelo do circuito RC escrito em Modelica

Outra maneira de modelagem, usando-se do fato que esta linguagem ser orientada a ob-
jetos, € a modelagem separada dos componentes da Fig. 2.6 (Gerador, Resistor e Capacitor) e
com o uso de conectores gerar o modelo completo do exemplo. Somado a este fato, varios
componentes, como estes do exemplo, ja estdo presentes na biblioteca incorporada a lingua-
gem, e o uso da plataforma OpenModelica permite realizar esta modelagem de maneira grafi-
ca, tornando o este processo mais intuitivo. O resultado da modelagem no OpenModelica po-
de ser visto nas Figs. 2.9 e 2.10.

Nota-se que o modelo grafico se assemelha muito ao sistema real e deve ser utilizado
como complementagdo do método textual onde podem ser realizadas outras rotinas e algorit-
mos. Ao final o modelo ¢ salvo em um arquivo “.mo” e se forem utilizadas classes definidas
pelo usudrio, recomenda-se que estas sejam escritas num mesmo arquivo para evitar a perda

de informacades.
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resistor capacitor
%l C=1
|

ground
Figura 2.9 — Vista grafica do modelo do circuito RC na plataforma OpenModelica

model RC simples
Modelica.Electrical .Analog.Basic.Resistor registor(R = 1):
Modelica.Electrical .Analog.Basic.Capacitor capacitor(C 1):
Modelica.Electrical.Analog.Sources.ConastantVoltage E [V 1):
Modelica.Electrical.Analog.Basic.Ground ground;

egquation
connect (ground.p,E.n) ;
connect (capacitor.n,E.n);
connect (E.p, resistor.p) !
connect (resistor.n, capacitor.p)

end RC simples;

Figura 2.10 — Codigo gerado pelo uso da vista grafica na modelagem do circuito RC na plata-
forma OpenModelica

2.5. Logicas temporais e o simulador Zot

Na logica cléssica, as formulas sao sempre avaliadas dentro de um unico mundo fixo.
Por exemplo, a proposi¢ao “A” do tipo “¢ domingo”, deve ser ou verdadeira ou falsa, e este
valor deve ser fixo neste “mundo”.

Porém se esta proposi¢ao pode ser satisfeita ou nao dependendo de determinadas con-
dicdes (como € o caso), tem-se a expansao da logica classica para as chamadas l6gicas mo-
dais, que possibilitam trabalhar dentro de um conjunto de mundos (ou realidades), onde em
alguns “A” ¢ verdadeira e em outros “A” ¢ falsa (CHELLAS, 1980).

A logica temporal ¢ uma logica modal que efetua esta avaliagdao (verdadeiro ou falso)

em instantes de tempo e sdo estes instantes que constituem este conjunto de “mundos” possi-
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veis, pois a cada instante uma proposicao deve ser verdadeira ou falsa, mas nunca as duas
coisas ao mesmo tempo (HASLE; OHRSTROM, 1995).

Considerando a declaragdo: "A maquina estd parada". Embora seu significado seja
constante em relacdo ao tempo, o valor-verdade da declaragdo pode variar com o tempo. Al-
gumas vezes a declaragdo ¢ verdadeira, e algumas vezes falsa, mas nunca sera verdadeiro e
falso a0 mesmo tempo. Em légica temporal, declaragdes podem ter um valor-verdade que
variam com o tempo.

Resumindo, as l6gicas temporais estendem a logica classica permitindo que as propo-
sigdes possam ter um valor-verdade que variam com o tempo e também introduzindo novos
operadores, com o objetivo de poder expressar eventos no tempo (passado, presente e futuro)
(LACERDA E SILVA, 2011).

Na logica cléassica ou proposicional, tém-se os seguintes operadores basicos: Negagdo
(7), Ou (V), E(N), Se (—) e Se-e-somente-se («<). Junto a estes, uma logica temporal possui
também operadores que auxiliam a definir quantidades no tempo (BERNINI, 2009):

e Next(A): é verdadeira se e somente se a “A” for verdadeira no instante sucessivo;

e Finally(p): é verdadeira se e somente se a “A” for verdadeira em algum instante no fu-
turo;

e Always(p): € verdadeira se e somente se a “A” for sempre verdadeira no futuro;

e Until(p,q): esta condi¢do ¢ verdadeira se p for verdadeira enquanto q for verdadeira.

Baseados nestes conceitos tém-se uma série de 16gicas derivadas, entre elas o LTL
(Logica temporal linear), que trabalha com o tempo de maneira linear e ¢ a base da logica
chamada TRIO, que como definem Furia et al. (2012) ela consegue trabalhar de maneira
quantizada com os instantes de tempo, ou seja, consegue definir por exemplo restricdes em
determinados instantes, o que ndo ¢ possivel na LTL.

O LTL ¢ uma linguagem de primeira ordem que tem a capacidade de expressar as pro-
priedades de uma forma concisa e intuitiva. Logo, o TRIO herda estas caracteristicas e possui
operadores temporais quantizados que se referem ao passado e ao futuro, o que permite defi-
nir propriedades cujo valor muda ao longo do tempo, ndo apenas suportar suas mudangas es-
pontaneas como € o caso do LTL (FURIA et al., 2012).

Cada formula no TRIO assume um significado em relacao ao instante de tempo, que ¢é

deixado implicito. O TRIO tem a mais os seguintes operadores: Futr(p,t) e Past(p,t), que su-
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pondo que o instante atual seja T (implicito) e que sdo definidos segundo Bernini (2009) da
seguinte maneira:
e Futr(p,t) : p € verdadeira no instante T+t;

e Past(p,t) : p € verdadeira no instante T-t.

A partir destes, uma série de outros operadores temporais foi derivada para simplificar
o uso da linguagem, e os mais relevantes a este trabalho serdo apresentados e explicados nos
proximos capitulos.

Por fim, a plataforma onde sdo escritas estas regras ¢ Zot, um programa que verifica a
coeréncia das regras definidas em TRIO, ou seja, executa um algoritmo interno para verificar
se todas as regras impostas t€ém uma solugdo possivel, e também de acordo com suas defini-
¢oes logicas proprias, define como resultado uma dessas possiveis solu¢cdes (PRADELLA;

MORZENTTI; SAN PIETRO, 2007).
2.6. Modelagem por regras légicas utilizando TRIO/Zot

O sistema (software embarcado) interage com o ambiente (sistema fisico) por meio
das informacgdes por este fornecidas em varidveis compartilhadas, por exemplo por meio da
leitura das medigdes de sensores de erro, que por meio da andlise destas medi¢des pode, por
exemplo, definir um novo ganho, uma nova velocidade em regime ou uma nova trajetoria de
acordo com sua logica interna.

O modelo de sistema ¢ expresso como um conjunto de restricdes no tempo, assim os
requisitos e objetivos do sistema embarcado devem primeiramente ser adaptados para expres-
soes “naturais” logicas. Por exemplo, se a restricdo ¢ que a posi¢do ndo tenha sobressinal,
entdo se traduz isso na forma:

“Posi¢cdo” < “Posi¢ao de regime”.

Porém falta um detalhe neste requisito, o tempo. E necessario sempre definir quando
que este requisito (que depois sera traduzido em uma regra) deve ser respeitado. Ela pode ser
valida para todo instante, logo:

“Posi¢aon” < “Posicao de regime”, a todo instante; ou
Sempre, “Posicao” < “Posi¢do de regime”.
Ou ser valida num instante especifico:

“Posicao” < “Posicado de regime”, em t=3.
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Ou ainda depender de outra condigao:

Quando “Mover mecanismo” for detectado

entdo “Posicao” < “Posicdo de regime”.

Outro fator importante ¢ que se deve evitar criar regras deterministicas, como do tipo:

Se “velocidade” ¢ baixa entdo “ganho” =10.

E recomendavel criar regras ndo deterministicas, deixando alguns pontos “livres™:

Se “velocidade” ¢é baixa entdo 9 < “ganho” < 10.

Isto permite ao programa selecionar a melhor solu¢cdo de acordo com a sua logica in-

terna e garante maior robustez ao modelo evitando que pequenas alteragdes nas condi¢cdes do

modelo do ambiente alterem significativamente o controle l6gico (BERGERO; KOFMAN,

2010) e diminuindo a possibilidades que outra regra venha a criar uma situagao de conflito

que impossibilite o sistema a chegar a um resultado (FURIA; ROSSI, 2010).

Uma vez definidos todos os requisitos entdo a traducdo para TRIO torna-se simples:

Sempre, “A”; “A”, a todo instante: Alw(A);

Se “A” entao “B”: A - B;

“A”, em t=3: Futr(A,3);

“A” ocorreu nos ultimos 3 instantes: Lasted(A,3);

“A” ocorrera em até 3 instantes: W

Outras regras de tradu¢do podem ser consultadas na referéncia (BERNINI, 2009).



30

3. METODOLOGIA APLICADA

Como justificado na revisao bibliografica, a metodologia utilizada foi a MCA, criada
por Baresi et al. (2012) e baseada no programa MADES (BAGNATO et al., 2010). Esta me-
todologia define os seguintes passos e procedimentos que devem ser aplicados para a modela-
gem do sistema hibrido através da utilizagdo da co-simulagao:

1. Separacao do sistema hibrido em ambiente e sistema;

2. Definigao das variaveis compartilhadas, com a classificagdao para cada submode-
lo em variaveis de entrada e variaveis de saida;

3. Modelagem do ambiente por meio da plataforma OpenModelica;

4. Modelagem do sistema por meio de regras e restri¢des logicas, escritas em TRIO
e compiladas dentro da plataforma Zot;

5. Criacao de regras logicas para guiar a simulacdo de modo a ndo obter resultados

“triviais”;

Os arquivos dos modelos precisam ter todos 0 mesmo nome, com apenas a extensao di-
ferente. Os resultados das co-simulagdes sdao exibidos na interface do programa e salvas num

arquivo chamado MADESOutput.xml.
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4. CASO DE ESTUDO

Para o caso de estudo foi selecionada a modelagem de um sistema de bragos robdticos
trabalhando simultaneamente no mesmo espago de trabalho, de modo a continuar o trabalho
desenvolvido por Bueno (2013), com a principal restricdo de evitar colisdes, um problema

presente, por exemplo, num processo industrial de solda a ponto.
4.1. Modelo do ambiente

O modelo do ambiente ¢ representado por um conjunto de bragos robdticos que estdo
localizados no mesmo espago de trabalho. Na modelagem de cada brago ¢ considerado tanto o
modelo fisico do brago livre no espago quanto o modelo do motor que impulsiona as articula-
¢oes flexiveis.

Para cada braco define-se um modelo fisico (Fig. 4.1) composto por quatro classes de

objetos, “Braco”, “Motores”, “Controladores” e “Cinematica Inversa”.

: Cinematica 0;’s 0;’s
Setpoint [P Controladores
—l Inversa
A i Pend
Motores _T
Mi’S

Figura 4.1 — Esquema de modelagem de um brago (BUENO, 2013).

A classe “Brago” define o braco livre no espaco, ou seja, nenhum torque aplicado nas
articulagdes, expressando as relagdes cinematicas e dindmicas do brago. Esta classe tem como
entrada o torque aplicado as articulagdes (M;), e como saida os angulos (6;), as posi¢des espa-
ciais das articulagdes (Pj;) e a posicdo do efetuador (Papq)-

A classe “Motores” define os motores que geram o torque para mover os segmentos
(links). Podem ser motores DC brushless ou motores de passo, isto ¢ indiferente ao projeto. A
outra classe (“Controladores™) representa o controlador dos motores que usa o erro angular e

gera as tensoes que devem ser aplicadas aos respectivos “Motores”.
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Por ultimo tem-se um sistema que lida com a cinematica inversa (a classe “Cinematica
Inversa”). Esta parte € necessaria para obter as posi¢cdes angulares de cada junta a partir da
posi¢do final, porque o Setpoint dado ¢ a posicao do efetuador (embora se possa controlar
apenas os angulos das juntas).

Existem duas maneiras de realizar a cinematica inversa: calculo numérico e o célculo
analitico. Para sistemas complexos, ¢ mais adequada a primeira solucao, por meio do célculo
da matriz Jacobiana (SCIAVICCO; SICILIANO, 2000). No presente estudo, porém, utiliza-se
o célculo analitico porque o sistema ¢é simples.

Para o estudo foi escolhido um brago com dois graus de liberdade (g.d.l.) capaz de rea-
lizar um movimento planar (ou seja, sem efeitos gravitacionais), para assim obter analitica-

mente a cinematica inversa do brago (Fig. 4.2).

¥
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Figura 4.2 - Diagrama de um brago articulado com 2 g.d.l. e movimento planar, extraida de
(BUENO, 2013).

O braco ¢ constituido por duas articulagdes ou juntas (J1 e J2) onde atuam binarios a-
dicionais dos motores para mover respectivamente os segmentos L1 e L2.

Os motores escolhidos foram os DC brushless, esquematicamente definidos como um
gerador de torque, uma constante de tempo em cascata e uma caixa de redu¢do, como pode

ser visto a partir do esquema representado em OpenModelica mostrado na Fig. 4.3.
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Figura 4.3 - Diagrama em OpenModellica de cada motor (BUENO, 2013).

O trabalho de Ferretti et al. (2003) mostra que dada a simplicidade, pode-se projetar o
controlador como dois controladores simples desacoplados relativos a posi¢ao angular de cada
motor e cada controlador como um PI (proporcional-integral) sobre a velocidade do motor em

cascata com um P (Proporcional) sobre a posi¢do, representado na Fig. 4.4.

K

S T PSS

theta .

wMolt

theta ref FB

Figura 4.4 — Diagrama em OpenModellica do controlador atuante em cada motor (BUENO,
2013).

Projetado deste modo, o sistema conjunto “Controladores”+“Motores” funciona de
modo a impor ao sistema o angulo desejado em cada junta.
Deseja-se que o desempenho do controlador seja tal a para garantir uma resposta rapi-

da sem qualquer sobressinal.
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De modo a obter que a resposta angular seja a mais rapida possivel sem sobressinal,
foram definidos como pardmetros do regulador PI, os valores K, = 20 ¢ T; = 0.05 s, de mo-
do que, inicialmente, o ganho K do regulador P, mantém-se constante e igual a 1.

Para o calculo dos angulos desejados, utilizando a cinematica inversa analitica, que

neste caso ¢ reduzida com as seguintes equacdes (extraidas do livro de Sciavicco e Siciliano,

(2000)):

B = \/(spx ~ 0,2+ (SP, - 0,)’°
q; = atan2(SP, — Oy, SP, — 0y)

12 —-12 +B2)

4= aCOS( 2.L,.B

0: =q; +q
L2 + 13 — B2
92=—T[+aCOS Tle

onde:
. (SPx ,SPy) ¢ o setpoint desejado;
. (0x , Oy) ¢ a origem do brago (posi¢do da primeira articulagcdo, importante no
caso em que se consideram mais bragos juntos);
e [, e L, sdoos comprimentos dos segmentos 1 e 2.

Ao final tem-se o modelo do proprio braco, sem ainda a atuagdo de qualquer torque
sobre as juntas, que pode ser visto na Fig. 4.5.

Neste modelo, ha um componente de translagdo (origem) para conseguir usar este
mesmo modelo quando se colocam mais bragos a trabalharem juntos. As articulagdes (Joint 1
e Joint 2) sdo de rotagdo no eixo z, entdo ndo estd presente a acdo da forga gravitacional. As
articulacdes sdo também caracterizadas por um amortecimento e uma rigidez, escolhidas de
acordo com os valores geralmente utilizados e obtidos do trabalho de Ferreti, et al. (2003).

Apos reunir todas as classes listadas anteriormente, como mostrado na Fig. 4.1, chega-
se ao modelo do brago controlado, Fig. 4.5. Na entrada deste sistema fisico tém-se as seguin-
tes variaveis:

e As posi¢oes finais desejadas do efetuador (Alvo), que se tratam do objetivo do

movimento do braco;
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e Os ganhos dos controladores ligados aos angulos de junta, porque com isso

pode-se gerir melhor o movimento do brago, diminuindo a agdo de controle ou

bloqueando o movimento do brago, dada qualquer perturbacado indesejada.

As saidas sdo as posicdes das articulagdes e do efetuador que sdo importantes para os

calculos dos erros e de possiveis colisoes.
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Figura 4.5 — Esquema em OpenModellica de um brago (BUENO, 2013).

Com este modelo do braco controlado anteriormente descrito, pode-se inserir dois ou
mais bragos numa mesma area de trabalho, por meio do posicionamento das respectivas ori-

gens em pontos diferentes, num esquema que pode ser representado pela Fig. 4.6.
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Figura 4.6 - Diagrama do sistema com dois bragos (BUENO, 2013).

Nota-se a partir da Figura 4.6 que, quando se decide colocar dois ou mais bragos jun-
tos, ¢ importante ter em conta a distancia entre eles para poder efetuar qualquer controle de
seguranga que vise evitar colisdes.

E ¢ exatamente para a politica para o calculo e estimativa destas distancias que se en-
contram os desafios do projeto. Este desafio foi tratado por Bueno (2013), que utilizou varios
métodos, e como melhor solucao tem-se que se cada braco dispde da posi¢do da origem, junta
e efetuador do outro, pode-se utilizar um método, baseado na distincia de ponto a segmento
de reta, com a correcdo de quando o ponto ndo est4 sobre o segmento.

O algoritmo pode ser descrito da seguinte maneira, utilizando para exemplo o caso do
ponto do ponto Pw do brago 1 (Pw1 nas equacdes) em relagao a L2 do brago 2, que ¢ limitado
pelos pontos Pw e Pj do brago 3, (Pw2 e Pj2 nas equacdes):

1. Calcula-se a distancia deste ponto aos segmentos do outro brago:

q abs (a.Pw1y + b.Pwl, +¢)
' Vva? + b2
a=Pw2, — Pj2, ;b = —Pw2, + Pj2, ; c = Pw2,.Pj2, — Pw2,.Pj2,

2. Entdo se calcula a distancia deste ponto (Pw1) aos pontos limitantes do seg-

mento (Pj2 e Pw2):
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d, = J(szx — Pw1,)? + (Pj2, — Pwl,)’

d, = \/(PWZX — Pwl,)? + (PWZy - Pwly)2

3. Seja M, a projecao do ponto sobre a reta definida pelo segmento L2, entdo se
calcula a distancia de M aos limitantes (Pj2 ¢ Pw2), que pode ser resumida

Ccomo:

dmlz\/d%_d%edmzz\/d%_d%

4. Verifica-se se o ponto M estd no segmento L2, ou fora, e determina-se a dis-
tancia efetiva (d) entre Pw2 e L2, pelo algoritmo da Fig. 4.7;

5. Repete-se os passos 1 a 4 para origem, juntas e efetuador de todos os bragos e
em relagdo a cada segmento, que no caso deste estudo serdo 12 distancias cal-
culadas;

6. Obtém-se o minimo destas distincias efetivas que serd a distancia considerada

entre os bragos.

S Verifica se estd mais préximo de Pj2
If dmg, > dmy
/i Verifica se M estd fora de L2
Ifdms = Lpthend =d4
Else d = dp
Else
/i Verifico se M estd fora de L2
Ifdmy = Lothend =d;
Else d = dp

Figura 4.7 — Algoritmo para célculo da distancia efetiva, baseado em (BUENO, 2013).
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4.2. Modelo do sistema

O modelo do sistema envolve os requisitos € objetivos que se deseja ao sistema hibri-
do, ou seja, as regras que serao escritas envolvem o planejamento dos cenarios que se deseja
testar, assim os cendrios que serdo testados sdo:

1. Utilizagdo de um controle que torne o sistema mais rapido;

2. Adigdo de um vinculo de seguranca que exprime a necessidade de alterar o
movimento do robd se no seu raio de acdo esta presente uma pessoa ou qual-
quer outro obstaculo genérico;

3. Adi¢do uma restricdo que expressa a necessidade do efetuador ter tempo de fe-
char-se sobre um objeto no alvo;

4. Ao reunir mais bracos, adicionar uma restricdo com objetivo € evitar a colisdo
entre eles.

Com os cenarios definidos, pode-se iniciar a projetar as regras que atendem a estes ce-

narios.

4.2.1. 1° Cenario

Analisando o objetivo do 1° cendrio, conclui-se que se deve encontrar uma estratégia
para atuar sobre os ganhos dos controladores proporcionais de posicdo de maneira a alcangar
este objetivo.

Sabe-se que ao aumentar o ganho, diminui-se o tempo de resposta do sistema, mas
também se aumenta o sobressinal (OGATA, 2011). Utilizando-se disto pode-se concluir que
se o sistema ainda esta longe do seu valor a regime, um ganho grande traria apenas vantagens,
pois o sobressinal ¢ uma caracteristica avaliada quando o sistema ultrapassa o valor de regi-

me. Assim, como neste sistema o valor a regime serd o alvo, tem-se a conclusdo expressa pela

Tab. 4.1:

Tabela 4.1 — Relacdo qualitativa entre a distdncia do alvo e ganho
Distancia Ganho

Longe do alvo Ganho grande

Perto do alvo  Ganho pequeno




39

Tem-se entdo que o ganho deve ser de certa forma proporcional ao erro (que expressa
a distancia ao alvo), estabelecendo um escalonamento discreto de ganhos, que ¢ uma forma de
controle “adaptativo” (ASTROM; WITTENMARK, 1995).

A técnica de escalonamento discreto de ganhos estabelece uma relagio entre o erro € o
ganho, que ao invés de ser linear, ¢ uma politica a ser adotada com o ganho para cada faixa de
erro. Essa politica pode ser definir um valor para o ganho (Fig. 4.8) ou uma faixa de valores
(Fig. 4.9). Nas figuras 4.8 ¢ 4.9 tem-se um exemplo para o caso de dois intervalos de erro,
onde nota-se que o caso da Fig. 4.8 ¢ deterministico e o caso da Fig. 4.9 é ndo deterministico,

pois o ganho pode assumir qualquer valor dentro dos intervalos (em cinza na Fig. 4.9).

Ganho fixo em fungdo do erro

max ®
= i
"E Kmsd .
é i
sz'n L ]
g4 €5 =)
Erro

Figura 4.8 — Exemplo de politica de ganho fixo em cada intervalo

A politica escolhida foi aquela demonstrada na Fig. 4.9, exatamente por dar liberdade
de escolha ao sistema de controle. Assim definidos os intervalos de erro e ganho ter-se-iam
regras da forma:

e; >err > e - K; <g <K (1)

Onde:

e err € 0 erro medido no sistema;

e g ¢ o ganho do controlador;
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® ¢ ¢ e sdo os limites de um cada intervalo de erro;
e K; e K| sdo os limites do respectivo intervalo de ganhos definido para esse in-

tervalo de erros.

Ganho varidavel em fung¢do do erro

Kmﬂx o
Q
K &
-E med
&
Kmr'n L
g4 gy =3
Erro

Figura 4.9 - Exemplo de politica de ganho variavel em cada intervalo

Para fazer estas alteracOes, deve-se avaliar se o sistema nao efetua alteracdes desne-
cessarias no ganho que ocorreriam quando o sistema ja estd “rapido”. Esse fenomeno ¢ inver-
samente proporcional ao intervalo de amostragem adotado. Assim adota-se verificar o interva-
lo do erro nos ultimos T instantes onde T, ¢ adotado inicialmente como 5 u.t. De acordo

com o que ja foi relatado, define-se a seguinte regra:
Lasted(ei >err>ej, Ter 2K < g < K]-) 2)

Estas regras se baseiam na opera¢do de um Unico controlador, mas sdo validas e apli-
cadas a ambos os controladores ao escrever o codigo.

Para este caso de uso serdo utilizados os intervalos fornecidos na Tab. 4.2, com a gama
de valores retirados do estudo de Rocco et al., (2011) e com a adequagdo a este caso de uso

por meio de pequenas simulagdes com o brago, sabendo os limites de saturagao do regulador:
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Tabela 4.2 — Definicao dos intervalos de erro e respectivos intervalos de ganho
Erro Ganho

err > 90° 6<g<10
60° <err<90° 4<g<6
10°<err<60° 2<g<4

err < 10° 1<g<?2

4.2.2. 2° Cenario

No 2° cenario tem-se um vinculo que exprime a necessidade de alterar o movimento
do robd se no seu raio de acdo esta presente uma pessoa ou qualquer outro obstaculo genérico.
Este, portanto, ndo pode continuar seguindo normalmente a sua a trajetoria pré-estipulada. E
importante notar que o objetivo de seguranca muda se no espago de trabalho do robd esta pre-
sente uma pessoa ou um obstaculo, na presenga de uma pessoa no espago de trabalho ¢ mais
importante a protecdo de seguranga da pessoa, enquanto que na presenca de um obstaculo, a
seguranga do robd ¢ mais importante (que pode ser danificado pelo impacto).

Neste ponto e para esta situacao, ¢ necessario fazer uma escolha. De fato o robo pode
retardar o seu movimento para nao colidir com o corpo ou pode parar até que a posi¢ao do
obstaculo ndo seja mais proxima a este. Ficar certo tempo nesta condi¢do parece ser a melhor
op¢do, mesmo que o sensor ja ndo sinta a proximidade do corpo/obstaculo.

Escolheu-se a segunda opcao, e se propde a seguinte regra, onde DontMove ¢ um pre-
dicado que forga o brago ndo se mover por Tperson instantes que para as simulagdes serad de 5
u.t.:

PersonDetected — Lasts(DontMove , Tperson) 3)

4.2.3. 3° Cenario

Da mesma forma o 3° cenario pode ser definido como uma restri¢do que o robd depois
que chegar ao alvo, deve manter-se parado nesta posi¢do durante um intervalo de tempo defi-
nido, que para as simulagdes também serd de 5 u.t.

Esta regra ¢ expressa pelo conjunto de regras (4) a (7), onde OnTarget ¢ um predicado
que informa se o robd atingiu o alvo, OnTgx e OnTgy sdo predicados criados para saber se o

efetuador ¢ suficientemente proximo ao Alvo em “x” e em “y”, e “eps” ¢ a tolerancia do sis-

tema:
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OnTarget — Lasts(DontMove , Tontarget) 4)
OnTarget < Lasted(OnTgx A OnTgy ,1) (5)
OnTgx < (—eps < (Pwy — SPy) < eps) (6)
OnTgy < (—eps < (PWy - SPy) < eps) (7)

Entretanto a regra DontMove pode ser definida de duas maneiras diferentes, com o ob-
jetivo de anular a tensdo fornecida ao motor: anulando os ganhos ou alterando o valor do set-
point, ou ainda colocando a posi¢ao atual como o novo setpoint.

Como esta regra tem prioridade sobre todas as outras, por ser um vinculo de seguran-
¢a, as regras nao prioritarias devem possuir o seguinte vinculo, onde o predicado Re-
gra_nao_Prioritaria engloba todas as regras que nao estdo relacionadas as regras de seguran-
ca:

—DontMove — Regra_nao_Prioritaria (8)

A avaliacao da melhor politica para regra DontMove sera um cenario a parte e portan-
to convém definir as duas possibilidades do cendrio, sendo a regra (9) para o primeiro e as

regras (10) e (11) para o segundo:

DontMove = (g; =0 A g, =0) 9)
DontMove — (SP, = Pwy ASP, = Pwy) (10)
—DontMove - (SP, = Tg, ASP, = Tgy ) (11)

Onde:
e g, e g, sdo respectivamente os ganhos do 1° e do 2° controlador;
e SP, e SP, sdo os setpoints que serdo mandados ao modelo do ambiente;
e Pw, e Pw, sdo as posi¢des atuais do efetuador;

e Tg,eTg, € o alvo desejado, definido pelo usuario.

Esta regra impde a necessidade de um vinculo de integridade da simulacdo, caso con-
trario, o programa tem a possibilidade de escolher este predicado como verdadeiro sempre e

nesta condi¢ao o robd ndo se move. Entdo deve ser definido que esta condi¢ao seja verdadei-
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ra somente quando ocorreu uma das duas condig¢des: o brago atingiu o alvo, ou uma pesso-

a/obstaculo foi detectada proxima ao brago robdtico, e ter-se-a a regra (12):

DontMove < (OnTarget V PersonDetected ) (12)

4.2.4. 4° Cenario

No 4° cenario, com a reunido de mais bragos ao sistema devem-se adicionar outros
vinculos para controlar a iteragdo dos bragos no mesmo espago de trabalho. O objetivo ¢ evi-
tar a colisdo dos bracos, de modo que ¢ necessario encontrar algum algoritmo para estima e
calculo da distancia entre eles, analisando a possibilidade que muitas vezes o controlador tera
apenas as posi¢des do efetuador para tomar a decisdo de haverd uma colisdo ou nio. Isto foi
comentado na modelagem do ambiente e foi mais bem estudado em Bueno (2013).

Uma vez definido este método para estima das distancias, pode-se definir uma politica
a se tomar quando uma colisdo eminente for detectada pelo sistema.

A primeira opg¢ao ¢ parar 0 movimento, ou seja, quando uma dada distancia € menor
que uma tolerancia, o movimento dos bracos serd bloqueado, onde dist,, ¢ a distancia entre
os bracos 1 e 2, DontMove; e DontMove, sdo respectivamente as restrigdes DontMove dos
bragos 1 ¢ 2:

dist;, < disty;, = (DontMove,; A DontMove, ) (13)

Como politica de seguranga, para evitar danos aos bragos, esta regra pode ser bem vis-
ta, mas ela impede que alguns movimentos possiveis sejam realizados. Por exemplo, se na
condig¢do inicial e final os bragos ndo estdo sobrepostos, entdo existe um caminho que leve da
condi¢do inicial a final sem colisdo. Porém, com esta politica, assim que for detectada uma
colisdo, o sistema para e ndo tenta outra rota possivel.

Assim, como alternativa, propde-se uma politica baseada no seguinte raciocinio: se a
distancia entre os bragos for pequena, mas ainda ndo criticamente pequena, entra-se numa
zona limite, caracterizada pela distancia entre os bracos estar entre dois valores limites. Nesta
situacdo um dos bracos continuaria 0 seu movimento € o outro iniciaria a retornar a posi¢ao
inicial, até que saia desta zona limite e entre na zona critica ou volte a situacdo normal. Isto ¢

expresso da seguinte maneira:
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O sistema inicia o movimento dos dois bragos

SitNormal — Alvo; A Alvo, A —lnicio; A —lnicio, (14)
Alvo; = (SP,); = (Tg,); A (spy)1 = (Tgy)l (15)
Alvo, - (SP); = (Tg,)2 A (SPy), = (Tey), (16)
Inicio; = (SP); = (Pw0,); A (SPY)1 = (Pwoy)1 (17)
Inicio, = (SP), = (Pw0,), A (3Py)2 = (Pwoy)2 (18)

Onde SitNormal ¢ o predicado que define que o sistema estd se movendo normalmen-
te, Alvo 1 e Alvo 2 definem como Setpoint (variaveis SP’s) aos bragos os valores dos

alvos definidos pelo usuario (variaveis Tg’s) e Iniciol e Inicio2 definem como Setpo-

int (varidveis SP’s) aos bragos os valores das condicdes iniciais (varidveis Pw0’s);

Ao detectar a distancia pequena entre os bracos, entra na 1* zona limite e o brago 2 re-

cebe como Setpoint a condigdo inicial

dist;, < dist}j,, = ZonaLim; (19)

ZonaLim; — Inicio, A =Alvo, (20)

Se o sistema detecta que a distancia ficou maior que a limite, entdo sai da zona limite e

entra na condi¢ao normal.

Lasted(ZonaLimy, 1) A dist;, > dist};;, = =ZonaLim,; A SitNormal (20)
Se o sistema detecta que a distancia ficou menor que a critica, entdo sai da zona limite
e na zona critica, onde o movimento do braco 1 ndo pode mais continuar sendo sera

inevitavel a colisdo, e assim o braco 1 retornard a posi¢ao inicial.

Lasted(ZonaLimy, 1) Adist;, < dist..; = ZonaCrit, (21)

ZonaCrit, = Inicio; A =Alvo, (22)

Assim que o braco 1 sair da zona limite, o brago 2 inicia seu movimento seguindo pro-

cessode 2 a 4.
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6. Quando um dos bracos chega ao objetivo, por exemplo o 1°, usa-se o predicado On-
Target I para informar ao 2° braco que pode iniciar seu movimento e neste caso o 1°
braco comega a ser visto pelo 2° como um obstaculo apenas, parando seu movimento
quando estiver muito perto deste, ou seja, o braco 1 gera o sinal de PersonDetected pa-

ra o brago 2 quando a distancia for menor que a critica.

dist;, < dist.j; = PersonDetected (23)

4.3. Planejamento dos Testes Experimentais

4.3.1. 1° Cenario

Para os testes iniciais com um brago (1 e 2) foram analisadas duas situagdes com alvos
diferentes, uma onde se muda apenas 6; enquanto 6, permanece constante, € outra onde am-
bos os angulos mudam e os controladores devem trabalhar juntos.

Com a posigao inicial do efetuador de Pw = (2, 0), os testes escolhidos estao na Tab.

4.3.
Tabela 4.3 — Testes escolhidos para avaliar o desempenho com as regras sobre o ganho
Teste Alvo (px,py) 01(°) 8,(°)
1 (0,2) 90 0
2 (0,1) 150 -120

Para expressar estas situagoes derivam regras légicas que guiam o sistema, por exem-
plo para o 1° Teste tem-se que:

Alw(SP, =0ASP, =2Ag; =1Ag, =1) (24)

Neste caso € necessario expressar que esta condi¢do deve ser valida em todos os ins-
tantes de simulagdo (Operador “Alw”), pois esta ¢ uma regra que estard nas restri¢cdes da si-
mulacdo, fora do modelo do sistema, onde toda regra ja ¢ definida para todo instante. Para o
segundo teste a regra ¢ analoga.

Todos os testes serdo realizados com um periodo de amostragem de 1s e durante um
periodo de 30 u.t.

Para verificar que o modelo do ambiente foi executado corretamente, o bom funcio-

namento do co-simulador e para obter os dados que serdo utilizados mais tarde para compara-
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¢do, foi necessaria a execucdo de um teste “sem” controle, ou seja, apenas com o controle
interno ao brago, sem adi¢ao de quaisquer alteragdes. Assim foram realizados 2 grupos de

teste, no 1° grupo de testes, os testes “sem” controle € no 2° grupo de testes os testes com o

controle adaptativo.

E importante salientar que é possivel que o efetuador ja esteja em uma posigao estavel,
mas que, entretanto, as juntas apresentem ainda alguma oscilagdo, e logo nao se possa consi-
derar esta situagdo como estavel (SCIAVICCO; SICILIANO, 2000). Assim para evitar isto,
serdo observados também os graficos das posi¢des das juntas.

Para o sistema em estudo, ndo € necessario observar as posigoes das juntas, porém en-

fatiza-se a importancia deste raciocinio para sistemas mais complexos.

4.3.2. 2° Cenario

No 3° grupo de testes, referente ao 2° cenario, foi escolhido o alvo de (0, 1) e que o

sensor detecta a presenga de uma pessoa no instante 2 u.t. ¢ a duragdo da co-simulacdo sera
reduzida para 10 u.t., dado que neste instante espera-se que o sistema, apds a aplicagdo do
controle adaptativo, ja esteja em regime.

Foi realizado entdo um 4° grupo de testes para avaliar qual melhor politica para a regra

de DontMove.
E importante considerar que as regras anteriormente definidas ndo exigem o sinal
DontMove aconteca apenas ap0s a detec¢do por exemplo de uma "pessoa proxima". Para so-

lucionar este problema, se necessario serd imposta a seguinte restricao:

Alw (DontMove — WithinPast(PersonDetected, Tperson)) (25)

Ela exige que o sinal DontMove s6 possa ocorrer se em algum dos Gltimos Tyerson ins-

tantes ocorreu PersonDetected.

4.3.3. 3° Cenario

No 5° grupo de testes, referente ao 3° cendrio escolheu-se a seguinte regra sobre o alvo

para "guiar" a simulacdo de maneira a ter uma mudanga de alvo:

Lasts (( SP, = 1ASP, = 0),Tset) A Futr (Lasts (( SP, = 2 ASP, = 0), 20),Tset) (26)
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O tempo T foi escolhido de modo a ser capaz de ver que, com a regra do alvo, o sis-
tema ndo reage instantaneamente, mas so depois de 10 u.t.

Foi também adicionada uma regra semelhante a (25) e ndo exatamente a mesma, ape-
nar modificando o nome das varidveis envolvidas, para que as duas possam ser utilizadas si-

multaneamente, da seguinte forma:

Alw (DontMove - WithinPast(OnTarget, Tontarget)) (27)

4.3.4. 4° Cenario

Para o 4° cenario, com os sistemas com multiplos bragos roboéticos posicionados no
mesmo espago de trabalho, os problemas sdo ligados a encontrar um bom método para o cél-
culo, medi¢do ou determinacdo da distancia entre eles (BUENO, 2013) e, sucessivamente,
definir claramente a politica a tomar em relagdo aos mesmos, que foi definida no modelo do
sistema.

Os testes sao feitos para dois bragos, mas podem ser expandidos para outros. O primei-
ro brago tera como origem local a origem do espago de trabalho (0, 0) e o segundo brago esta-
rd na posicao (1.5, 0). Ambos os bracos comegardo na posicao vertical, ou seja, Pwl (posi¢ao
do efetuador do primeiro braco) € inicialmente (0, 2) e Pw2 (posi¢ao do efetuador do segundo
brago) ¢ (1.5, 2).

Foram feitos os 6° e 7° grupo de testes, onde no 6° grupo de testes foi escolhida uma

situacdo onde € possivel encontrar uma rota sem colisdo, e no 7° grupo de testes uma situacao

onde se sabe que acontecera uma colisdo inevitavelmente com os alvos definidos.

Para estes testes se utilizard os alvos como definidos na Tab. 4.4, representados nas
Fig. 4.10 e 4.11 que reconstroem as trajetorias sobrepostas dos dois bragos, quando realizadas
separadamente, e mostram as condi¢des iniciais e finais dos bracos. Nota-se na Fig. 4.11 que

o brago 1 esta sobre o braco 2 na condigao final.

Tabela 4.4 — Testes escolhidos para avaliar o desempenho com as regras sobre o ganho
Grupo de testes Alvol (px,py) Alvo2 (px,py)
6 (1,0) (0.5, 1)
7 (2,0) (1.5,2)
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Figura 4.10 — Trajetoria sobreposta dos bragos para o 6° grupo de testes com a representagao

do brago nas condigdes inicial e final.
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Figura 4.11 — Trajetdria sobreposta dos bracos para o 7° grupo de testes com a representacao
do brago nas condicoes inicial e final.
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5. REALIZACAO DOS TESTES EXPERIMENTAIS E DISCUSSOES

5.1. 1° grupo de testes

Inicialmente, como descrito anteriormente, foram feitas simulagdes sem a presenca do
controle adicional inserido sistema embarcado, apenas o controlador projetado no sistema
continuo. Assim, a Figura 5.1 mostra a evolugdo do movimento do brago no plano xy nestas

condig¢des, para um primeiro alvo de (0,2).

Movimento do braco no plano xy

7 pmEee o T 5 5,
t=15 u.t. [Pw) @ ] OFrj
=}

o O Pwy

t=15u.t. [Fj)

v 1 00O g o o
t=30uw.t. [Pj) o o

[m]

our
)

o 1 2

X

Figura 5.1 — Movimentacao do brago ao longo do tempo, sem agdo de controle, tendo ponto
inicial do efetuador em (2, 0) e um alvo de (0, 2), com os instantes inicial, médio e final des-
tacados em vermelho.

Para obter o tempo de estabilizagdo, que pela Fig. 5.1 vé-se que ¢ em torno de 20 u.t.,
precisa-se de um grafico em fungdo do tempo que € representado na Fig. 5.2, através distancia
normalizada ao alvo. Esta distancia ¢ calculada pela distancia a cada instante do ponto Pw em
relag¢do as coordenadas do alvo e normalizada pela distancia inicial entre estes pontos, de mo-
do que se tem valores de 0 a 1. Nota-se pela Fig. 5.2. que o tempo de estabilizagdo ¢ cerca de

20 u.t.
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distancia normalizada ao alvo
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Figura 5.2 — Distancia normalizada do efetuador ao alvo (0, 2), sem agdo de controle.

Para verificagao da robustez do controle embutido no modelo continuo do sistema, ve-
rificou-se que este tempo ndo sofre grandes alteragdes quando ¢ atribuido um alvo ao sistema
que exige a movimentacdo independente dos dois motores. Isto € representado pela Fig. 5.3,
que foi obtida com a co-simulag¢do para o segundo alvo, de (0, 1), que apresenta na Fig. 5.4

sua respectiva a evolugdo no plano xy.

distancia normalizada ao alvo
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Figura 5.3 — Distancia normalizada do efetuador ao alvo (0, 1), sem agdo de controle.
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Movimento do brago no plano xy
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Figura 5.4 — Movimenta¢do do brago ao longo do tempo, sem agdo de controle, tendo ponto
inicial do efetuador em (2, 0) e um alvo de (0, 1), com os instantes inicial, médio e final des-
tacados em vermelho.

Com esta simulagdo, nota-se como o controle ¢ desacoplado, tendo em vista que neste
ultimo teste (o qual prevé a atuacdo do controle sobre ambas as variaveis) o sistema € capaz

de ter praticamente o mesmo desempenho.
5.2. 2° grupo de testes

Para o teste o 1° alvo (2,0), baseado na Tab. 3, prevé-se que o ganho permanega pe-
queno para o regulador da segunda junta, pois o angulo deve permanecer em 0°, € em contra-
partida sofra grandes alteracdes para a primeira, que tem incialmente um erro de 90°. Entre-
tanto vé-se, na Fig. 5.5, que ndo é exatamente isso que ocorre com as regras definidas preli-

minarmente.



52
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Figura 5.5 — Ganhos dos reguladores para o alvo em (0, 2) com apenas as regras preliminares
de controle adaptativo.
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Figura 5.6 — Distancia normalizada do efetuador ao alvo (0, 2), com apenas as regras prelimi-
nares de controle adaptativo.

Nota-se por outro lado que melhorou bastante a velocidade de resposta do sistema,
com um tempo de estabilizacdo de cerca de 10 u.t. Porém como mencionado, encontram-se

resultados ndo esperados quanto aos ganhos.
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Pelo grafico do ganho do segundo regulador € visto que o ganho ndo permanece pe-
queno (na faixa entre 1 e 2) como deveria. Analisando a regra (2), reportada abaixo, conclui-

se que deve ser devido ao tempo de amostragem do erro.
Lasted(ei >err>ej,Ter 2K < g < Kj) 2)

Como este foi definido em 5 u.t., nos primeiros 5 u.t., a regra (2) sera sempre falsa e
logo o sistema ainda ndo vé€ que o erro € pequeno, e logo escolhe um valor genérico entre 1 e
10, que ¢ uma restri¢ao global definida pela satura¢do do controlador.

Além disso, com o foco no grafico do ganho do primeiro controlador, vé-se que nao se
obtém exatamente o que era esperado. Por exemplo, no instante 6 u.t. o ganho ainda ¢ muito
grande enquanto o erro ¢ j4 muito pequeno.

Com esta percepcao, propds-se a alteracdo do valor de Te., de modo que ele fosse
grande apenas quando o tempo de amostragem fosse pequeno. Assim Te. € 0 arredondamento
para cima do valor 1/6 e consequentemente resolvem-se os dois problemas encontrados, pois
desta forma o sistema ¢ ajustado para mudar rapidamente os ganhos. Logo se obtém os grafi-
cos das Fig. 5.7, Fig. 5.8 e Fig. 5.9, com respectivamente a distancia normalizada, os ganhos e

a evolugd@o no plano xy.

distancia normalizadaao alvo

1,00

0,80 \
0,60 \
0,40 \
0,20 \

0,00

o 5 10 15 20 25 30
Tempo (u.t.)

Figura 5.7 — Distancia normalizada do efetuador ao alvo (0, 2), com o tempo de amostragem
do erro corrigido.
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Ganho do 1° regulador
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Figura 5.8 — Ganhos dos reguladores para o alvo em (0, 2), com o tempo de amostragem do
erro corrigido.
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Figura 5.9 — Movimentagdo do braco ao longo do tempo, com o controle adaptativo, tendo
ponto inicial do efetuador em (2, 0) e um alvo de (0, 2), com os instantes inicial, médio e final
destacados em vermelho.
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Com a correcao do tempo de amostragem, o tempo de estabilizagdo reduziu-se para 5

u.t. e os ganhos estdo dentro dos intervalos pré-definidos. Nota-se a grande melhora que este

controle traz ao sistema, com uma melhora de cerca de 83% no tempo de estabilizagdo.

Por fim, realiza-se o teste com o 2° alvo (1, 0), para verificar que os controladores sdo

capazes de trabalhar desacoplados, com os resultados reportados nas Figs 5.10, 5.11 e 5.12.
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distancia normalizada ao alvo

0,20 \
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5 10 15 20 25 30
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Figura 5.10 — Distancia normalizada do efetuador ao alvo (0, 1), com o controle adaptativo.
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Figura 5.11 — Ganhos dos reguladores para o alvo em (0, 1), com o tempo de amostragem do

erro corrigido.
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Figura 5.12 — Movimenta¢do do brago ao longo do tempo, com o controle adaptativo, tendo
ponto inicial do efetuador em (2, 0) e um alvo de (0, 1), com os instantes inicial, médio e final
destacados em vermelho.

Dos graficos vé-se que o tempo de estabilizagdo tem uma pequena piora, mas ainda se
mantém baixo (cerca de 7 u.t.) e os ganhos continuam respeitando as restri¢cdes pré-definidas.

Por fim, esta simulacdo confirma que os controles dos dois angulos sdo desacoplados
e, portanto concluiu-se a ndo necessidade da realiza¢do de testes para mais de um alvo nos

testes sucessivos.
5.3. 3° grupo de testes

Inicialmente se reproduzem os graficos dos ganhos para ver se o problema que exigiria

a adicao da regra (15) realmente ocorre (Fig. 5.13).
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Figura 5.13 — Ganhos dos reguladores para o alvo em (0, 1), no cendrio 2 sem a adi¢do da
regra (15).

Como nota-se pelo gréfico, a regra “DontMove” realmente ocorre quando nao devia e

portanto deve-se incluir a regra (15) e tem-se os seguintes resultados (Figs. 5.14, 5.15 ¢ 5.16).
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Figura 5.14 — Distancia normalizada do efetuador ao alvo (0, 1), no cenario 2.
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Figura 5.15 — Ganhos dos reguladores para o alvo em (0, 1), no cenario 2.
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Figura 5.16 — Movimentagao do brago ao longo do tempo, no 2° cenario, tendo ponto inicial
do efetuador em (2, 0) e um alvo de (0, 1), com os instantes inicial e final destacados em ver-
melho.
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A partir dos graficos, vé-se que o resultado ¢ consistente com o que era esperado, uma
vez que os ganhos sdo anulados entre 1 u.t. € 6 u.t., € o sistema permanece inativo/parado du-

rante 5 u.t. instantes.
5.4. 4° grupo de testes

Como mencionado anteriormente, ¢ necessario comparar estes resultados com um teste
relativo a regra que define uma forma alternativa de parar o brago, de acordo com as regras
(10)e (11).

Para saber se a regra estd funcionando corretamente, ndo adianta olhar para os graficos
dos ganhos, pois o controle ndo atua mais sobre eles, mas sim sobre os Setpoints. Portanto

serdo apresentados os graficos Setpoints (Fig. 5.17).
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Figura 5.17 — Setpoint do sistema para o alvo em (0, 1), utilizando as regras (10) e (11) para
determinar a parada do brago.

Vé-se no grafico da Fig. 5.17 que a regra funciona como o esperado, com os regulado-
res recebendo um Sefpoint diferente entre os instantes 1 u.t. e 6 u.t., e analisando o grafico da
Fig. 5.18, que apresenta as distdncias normalizadas para as duas possibilidades de defini¢do
da regra “DontMove”, nota-se que os resultados estdo sobrepostos no grafico e logo as regras

obtém os mesmos resultados.
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distancia normalizada ao alvo
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Figura 5.18 — Distancias normalizadas do efetuador ao alvo (0, 1), no cendrio 2, com a regra
(9) em azul e as regras (10) e (11) em vermelho.

Dada a paridade de resultados obtidos encontra-se uma desvantagem em utilizar a
primeira regra (9), a qual € a mais fécil de aplicar na simulag@o. Levar a zero um ganho de um
regulador, na verdade, ¢ uma pratica geralmente ndo recomendavel, pois pode gerar oscila-
¢oes indesejadas ao sistema quando o controlador estiver sujeito a disturbios.

Por outro lado, a segunda regra apresenta a vantagem de permitir adotar diferentes po-
liticas ao detectar um obstaculo, ao invés de simplesmente bloquear o brago. O brago pode,
por exemplo, fazer pequenos movimentos, ou ainda se mover em outra direcao.

Este aspecto servird posteriormente para controlar os sistemas constituidos por multi-
plos bragos robéticos. E como consequéncia nos proximos testes serd utilizada apenas as re-

gras (10) e (11).
5.5. 5° grupo de testes

Nestes testes foram feitas co-simulagdes com um alvo inicial (1, 0) e uma mudanga de
alvo para (2, 0) no instante 10 u.t, considerando a posi¢ao inicial do brago como vertical, ou
seja, Pw = (0, 2). O grafico representado na Fig. 5.19 ¢ das coordenadas do efetuador, separa-
das em x e y de modo a verificar que o brago ficou parado durante 5 u.t.

A regra ndo respeita estritamente os requisitos que foram definidos anteriormente. O
que se deseja € que se o brago chegar ao alvo, entdo que permanega parado por Trqyge; instan-
tes, para poder, por exemplo, fechar o brago sobre um objeto, mas depois disto que esteja apto

a iniciar o movimento pra um novo alvo solicitado.
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Figura 5.19 — Posicao do efetuador decomposta nas coordenadas x e y em funcdo do tempo,
no cenario 3

No caso simulado, o sistema chega ao alvo no instante 5 u.t. e recebe um novo alvo no
instante 10 u.t. Portanto, segundo as restrigdes definidas, ele deve ficar parado até o instante
14 u.t., e depois voltar a mover-se. Porém, o que ocorre € que o brago fica parado até o instan-
te 20 u.t., porque a regra acaba por estabelecer que o sistema fique parado por 5 u.t. depois de
uma mudanga de alvo, e isto ndo é exatamente aquilo que se deseja.

O problema € que o parametro OnTarget permanece ativo até a mudanga de Target, ou
seja, de 5 u.t. a 10 u.t. e, portanto, satisfazendo a regra (4) até este instante, quando deveria
satisfazé-la somente no instante 5 u.t.

Para resolver isso foi adicionada a regra (28) para fazer com que o sinal OnTarget gere

o predicado somente no instante imediatamente apds a chegada ao Target.

Alw(Past(ﬁOnTarget, 1)AOnTarget — Lasts(DontMove , 5)) (28)

Com esta regra a mais, os novos resultados da simulacdo sdo apresentados na Fig.

5.20, onde se v€ que o sistema atende ao esperado.
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Figura 5.20 — Posicao do efetuador decomposta nas coordenadas x e y em funcdo do tempo,
no cenario 3 com a regra (28).

5.6. 6° grupo de testes

Seguindo os procedimentos descritos anteriormente para o calculo das distancias, ob-

tém-se os resultados da Fig. 5.21, quando ndo aplicadas ainda as regras para evitar a colisdo.

distancia calculada entre os bracos
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Figura 5.21 — Distancia calculada entre os bragos para o 6° grupo de testes sem o uso da poli-
tica para evitar colisoes.

Nota-se que em torno de 3 u.t. a distancia se anula, indicando que ocorre uma colisao.

Quando se implanta a politica descrita anteriormente para o 4° cenario, adotando como dis-
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tancia limite o valor de 0.2 e critica o valor de 0.1, tem-se como resultado o grafico da Fig.

5.22, onde se nota que a distdncia nao chega mais ao valor nulo.

distancia calculada entre os bracos
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Figura 5.22 — Distancia calculada entre os bragos para o 6° grupo de testes com o uso da poli-
tica para evitar colisoes.

Porém para verificar se o sistema chegou ao seu alvo, deve-se representar a evolucao
do movimento, que foi separada em trés etapas para melhor visualizacao (Fig. 5.23 a 5.25):
1. Movimento até a entrada na zona limite;
2. Deste instante até a saida da zona limite e volta a condi¢do normal;

3. Deste instante até os bracos chegarem ao alvo;

5.7. 7° grupo de testes

Analogamente ao 6° grupo de testes, inicialmente realiza-se um teste sem as regras de
colisdo, obtendo os resultados da Fig. 5.26.

Nota-se que em 4 u.t. a distancia se anula, apds isso se torna negativa, de modo a indi-
car que o brago “atravessou” o outro, o que ¢ impossivel fisicamente, mas este calculo baseia-
se numa sobreposi¢ao de movimentos, logo faz sentido e ajuda a indicar as colisdes.

Quando se implanta a politica descrita anteriormente para o 4° cenario, adotando os
mesmos paramentos do 6° grupo de testes, tem-se como resultado o grafico da Fig. 5.27, onde

nota-se que novamente a distancia ndo chega mais ao valor nulo e nem negativo.
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Figura 5.23 — Evolucao do sistema, no 6° grupo de testes, do instante inicial até a entrada na

zona limite.
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Figura 5.24 — Evolugdo do sistema, no 6° grupo de testes, da entrada na zona limite até a volta

a situacao normal.
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Movimento do brago no plano xy
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Figura 5.25 — Evolugdo do sistema, no 6° grupo de testes, da volta a situacdo normal até o 1°
brago chegar ao alvo.
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Figura 5.26 — Distancia calculada entre os bragos para o 7° grupo de testes sem o uso da poli-
tica para evitar colisoes.
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2,000
1,500
1,000 —— L
0,500 \-... ...-/
\-/
0,000
0,00 1,00 2,00 3,00 4,00 5,00 6,00

¥ ¥

Tempo (u.t.)

Figura 5.27 — Distancia calculada entre os bragos para o 7° grupo de testes com o uso da poli-
tica para evitar colisoes.

Ao representar a evolugdo do movimento (Fig. 5.28 a 5.29), separada em duas etapas
para melhor visualizacdo (Movimento até a entrada na zona critica, e volta a situagdo inicial)

nota-se que, como esperado, o sistema nao consegue chegar ao seu alvo.
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Figura 5.28 — Evolugdo do sistema, no 7° grupo de testes, do instante inicial até a entrada na
zona critica.
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Movimento do brago no plano xy
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Figura 5.29 — Evolu¢do do sistema, no 7° grupo de testes, da entrada na zona critica até a
volta a situagao inicial.
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6. CONCLUSOES

Sistemas cada vez mais complexos requerem a modelagem completa destes em um
ambiente virtual, e o método da co-simulagao mostrou-se uma alternativa valida, pois elimina
a necessidade da obten¢dao de um modelo unico, que requer complexas derivagdes analiticas, e
que dada a crescente complexidade dos sistemas, esta se tornando cada vez mais dificil.

Por meio desta abordagem, permite-se ainda adotar abordagens 6timas diferentes para
modelagem de cada parte do sistema, podendo muitas vezes testd-las separadamente, deixan-
do a cargo do co-simulador o papel de integra-las e obter a evolugdo completa do sistema. A
ferramenta de co-simulagdo adotada, 0 MCA (MADES Cossimulation Approach), que possui
como principal caracteristica ser ndo deterministica, deixando certo grau de liberdade ao sis-
tema embarcado para escolher a melhor solugdo, o que permite ao sistema adaptar-se a distur-
bios e pequenas modifica¢des do meio.

Tal abordagem sugere o uso do Modelica para o ambiente que por ser ndo causal e ori-
entado a objetos, permitiu um projeto mais visual do sistema, tornando-o mais intuitivo. Do
outro lado usou-se o Zot que define o sistema embarcado através da definicao de regras 16gi-
cas, o que se mostrou de facil utilizacdo, pois os vinculos sdo definidos de maneira muito pro-
xima de como sdo ditos verbalmente.

Pra aumentar a repetibilidade, a fim que outras pessoas possam usar este co-simulador
(MCA) em vérios outros exemplos de aplicagdo, propds-se uma sistematica de projeto que
permite a aplicacao da co-simulagdo.

Foi entdo aplicada esta sistematica a um estudo de caso, com a modelagem dos bragos
roboticos, motores e controladores em OpenModelica, e para diversos cendrios foi escrito um
conjunto de regras, que foram entdo testadas e refinadas. Notou-se que uma vez que modelada
e bem definida a planta, pode-se focar no projeto do sistema embarcado, focando na consis-
téncia das regras (definidas em TRIO e interpretadas pelo Zot), confrontando os resultados
obtidos com aquilo que era esperado, corrigindo eventuais falhas e adicionando novos vincu-
los ndo pensados anteriormente, tornando o desenvolvimento “dindmico”.

Por fim espera-se que este trabalho sirva de estimulo para que outras pessoas usem da
co-simulacdo para modelagem de sistemas complexos, ou que adotem o OpenModelica ou o
Zot para modelagem nas respectivas areas que estes programas sao focados. Além disso, dese-

ja-se que no futuro seja possivel usar desta abordagem para uma aplicagdo em tempo real,
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substituindo o modelo do ambiente, passando a interagir com os sensores € atuadores do sis-

tema fisico.
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